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Copyright 

© 2024 Comet Technologies Canada Inc. All rights reserved. 

The present end-user documentation is confidential and proprietary information of Comet Technologies Canada Inc. (the 

ñCompanyò). Only licensees of the Company have a right to use the information contained herein. Only licensees have the 

right to copy and/or transfer the information for internal use, unless otherwise agreed with the Company. Any unauthorized 

use, disclosure, transfer, or reproduction of this confidential information may give rise to a right in the Company to seek a legal 

remedy against such use, disclosure, transfer, or reproduction. 

Except as expressly provided otherwise in writing, the information provided in this document is provided AS IS, without any 

condition or warranty, whether written, oral, implied, legal, or statutory. The Company makes no warranty as to its accuracy. 

Any use of the documentation or the information contained herein is at the risk of the user. Documentation may include 

technical or other inaccuracies or typographical errors. Information is subject to change without notice. 

Trademarks 

Dragonfly and the Dragonfly logos are trademarks of Comet Technologies Canada Inc. 

Third-Party Trademarks 

Python is a trademark or registered trademark of the Python Software Foundation. Adobe, Acrobat, Flash, and Reader are 

either registered trademarks or trademarks of Adobe Systems Incorporated in the United States and/or other countries. Intel, 

Pentium, and Pentium 4 are registered trademarks or trademarks of Intel Corporation or its subsidiaries in the United States 

and other countries. NVIDIA and GeForce are registered trademarks or trademarks of NVIDIA Corporation in the United States 

and/or other countries. Microsoft and Windows are either registered trademarks or trademarks of Microsoft Corporation in the 

United States and/or other countries. Advanced Micro Devices, AMD, and ATI are either registered trademarks or trademarks 

of Advanced Micro Devices Incorporated in the United States and/or other countries. VMware is a registered trademark and 

VMmark is a trademark of VMware, Inc. VMware VMmark is a product of VMware, an EMC Company. VMmark utilizes 

SPECjbb©2005 and SPECweb®2005, which are available from the Standard Performance Evaluation Corporation (SPEC). All 

other brand names, product names, or trademarks belong to their respective holders and should be noted as such. 

Notices 

Portions of Dragonflyôs 3D engine licensed from the University of M¿nster. 

Dragonfly is NOT a medical device. 

Cover Images 

Clockwise from the top left: 3D rendering of a Venus flytrap (Dionaea muscipula) scanned on a Comet Yxlon CT system, 3D 

rendering of a clipped boron dataset, segmented Ankylosaurus jawbone (courtesy of DigiMorph), vector field mapping of a 4D 

deformation study looking at the interface between an additive manufactured spacer and a human vertebra while undergoing 

continuous compression (CT data courtesy TESCAN/sample courtesy Rush University). 

Comet Technologies Canada Inc.                Dragonfly ï a brand of Comet 

460, rue Ste-Catherine Ouest, Suite 600 

Montréal (Québec), Canada  H3B 1A7 

 dragonfly.comet.tech

dragonfly.comet.tech
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New Branding  

This software release features our new branding for the Dragonfly product line. It 

introduces the new name ñ Dragonfly 3D  World  ñ for this version of Dragonfly and 

includes updated logos and icons, as seen on the front cover of this publication and on 

the title bar of the application.  

New Dragonfly 3D World icon 

 

These changes are part of an extensive rebranding initiative to align Dragonfly as a 

brand of Comet. Comet is a globally leading, innovative technology company based in 

Switzerland with a focus on plasma control and X-ray technology. Cometõs innovative 

solutions are in demand in the semiconductor and electronics market, the aerospace and 

automobile industry , and in security inspection. Headquartered in Flamatt, Switzerland, 

Comet has a presence in all world markets and employs more than 1,700 people 

worldwide, including about 600 in Switzerland. Besides production facilities in China, 

Denmark, Germany, Malaysia, Switzerland, and the USA, Comet maintains various other 

subsidiaries in Canada, China, Japan, Korea, Taiwan, and the USA. Comet (COTN) is listed 

on the SIX Swiss Exchange. To learn more about Comet, go to https://comet.tech/ . 

You can expect to hear more from us soon about additions to the Dragonfly product 

line, such as Dragonfly 2D World  and Dragonfly View , as well as targeted applications 

that meet the needs of industrial users, such as Void Inspect  and Battery Insights . 

  

 

https://comet.tech/
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New Features and Product Enhancements 

The software release for the newly branded Dragonfly 3D World 2024.1 and Dragonfly 

Pro 2024.1 includes new features and performance enhancements that are sure to boost 

your productivity . Just some of the highlights of this new release include: 

¶ The introduction of Dragonfly Social , an online community platform that lets Dragonfly users 

start discussions, chat, access material, post announcements, as well as share extensions and 

deep models (see Dragonfly Social on page 9). 

¶ Support for sparsely-labeled ground truths , which means that you can prepare training data 

for deep model training quicker (see Sparse Labeling for Deep Model Training on page 12). 

¶ Access to an expanded remote library of  ready-to -use deep models for image enhancement 

and segmentation (see Ready-To-Use Deep Model Library on page 17). 

¶ Accelerated inference  (see More Efficient Patch Blending for Accelerated Inference on page 

24) and advanced tools  for inspecting patches and generating augmented training sets for 

deep learning (see New Advanced Tools on page 26). 

¶ Integration of NGSolve for quantifying fluid flow and heat dissipation in engineering and 

research applications (see NGSolve Integration on page 33). 

¶ Automated segmentation routine s, including extraction of individual fibers from datasets of 

reinforced composites (see Open Fiber Segmentation on page 35) and automated methods 

to reliably segment porosity in single -material samples, such as castings (see Automated 

Porosity Segmentation on page 37). 

¶ Advanced image analytics to answer nuanced research questions and radiomics  texture 

extraction to identif y and analyze image features (see Compute Measurements on page 39 

and Radiomics Features on page 40). 

¶ The production version of Dragonfly 3D Worldõs Analyze and Classify Measurements module, 

which lets you import scalar data from multi -ROIs, meshes, graphs, and vector fields for the 

cross-table analysis of feature vectors (see Analyze and Classify Measurements on page 47). 

¶ Multiple lights, ômaterialõ definitions , and improved tone mapping to  make your 3D 

rendering s even more sensational (see 3D Rendering on page 58). 

¶ Extended accessibility, with the option to install the application on a system/laptop without a 

dedicated GPU (see System Requirements on page 83). 
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Dragonfly Social 

Dragonfly Social is a new online community platform  that lets Dragonfly users start 

discussions, access material, post announcements, as well as upload and download 

extensions and deep models for the application . In addition, an integrated chatbot that 

lets users can ask basic questions about working with Dragonfly  and learn more about 

best practices will soon be added to the platform . 

Dragonfly Social 

 

Registering an Account  

You can register a new Dragonfly Social account as follow s: 

1. Do one of the following:  

o Enter your information in the Introducing Dragonfly Social dialog , as shown in 

the following screenshot, and then continue to Step 3. 
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o Choose Help > Manage Dragonfly Social Accounts on the menu bar. 

The Manage Dragonfly Social Accounts dialog appears. 

2. Do the following in the Manage Dragonfly Social Accounts dialog:  

o Click the Register New Account  button , as shown below. 

 

o Enter your information in the Register New Account dialog. 

 

3. Click the Register button.  

The End User Licence Agreement dialog appears. 

4. Review the terms and conditions and click Agree if you accept the terms and 

conditions. 

The Dragonfly Social Account Created Successfully dialog appears. 
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5. Click OK in the dialog. 

6. Verify your email. 

If verification is successful, you will be able to  login with the registered account.  

Connecting to Dragonfly Social  

After you have registered for an account, you can connect to Dragonfly Social by doing 

the following . You should note that you need to be connected to the Internet to access 

Dragonfly Social. 

1. Do one of the following:  

o Click Connect in the Connect Now dialog, as shown below. 

 

o Choose Help > Connect to Dragonfly Social As > Login As  on the Dragonfly 

menu bar to connect to the platform.  

o Go to https://dragonflysocial.comet.tech/  from any browser on a system 

connected to the Internet.  

2. Sign into  your account. 

https://dragonflysocial.comet.tech/
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Segmentation Wizard  

Sparse labeling for deep model training, starting sessions with a trained deep model, 

easy access to our remote library of ready-to-use segmentation models, and support for 

working with multiple datasets  are all available for the Segmentation Wizard in this 

software release. Other deep learning workflow enhancements also included in the 

Segmentation Wizard are described in the topic Deep Learning Tool on page 16. 

Sparse Labeling for Deep Model  Training  

One of the significant challenges of training models for semantic segmentation can be 

the need to densely label ground truth  multi -ROIs. To address this issue and improve 

workflow efficiency, this software release reduces labeling requirements for deep model 

training by providing support for sparse labeling . In many cases, you should be able to 

achieve comparable results to those obtained by training with dense ly labeled ground  

truths, which can be much more laborious to obtain.  

Starting Sessions with  a Trained Model  

In some cases, you may want to start a Segmentation Wizard session with a deep model 

that was already trained either by yourself or by the Dragonfly team. This option is now 

available in the Model Selection dialog, shown below, which appears whenever you 

launch the Segmentation Wizard. 

Model Selection dialog 

 

You can either select a trained model in the Model drop -down menu or click the Remote 

Library  button to open the Remote Library of Ready-to-Use Segmentation Models 

dialog, which is shown on the following page . 
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Remote Library of Ready-to-Use Segmentation Models dialog 

 

Downloaded ready-to-use models will appear in the Model drop -down menu the next 

time that you launch Dragonfly  3D World. Refer to the topic Ready-To-Use Deep Model  

Library on page 17 for additional information about ready -to-use-models. 

NOTE You can also open the Remote Library of Ready-to-Use Segmentation Models dialog from the 

Remote Library  button on the Models tab  after you launch the Segmentation Wizard, as shown 

below. 
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Revised Model Generation Strategies  

This software release provides revised model generation strategies based on the 

availability of pre-trained models and sparse labeling for deep model training. You 

should note that t he Model Generation Strategy dialog, which includes all default and 

user-defined strategies, appears whenever you click Train and the models list is empty. 

You can also click the Open button the Models tab to open the  dialog, shown below. 

Model Generation Strategy dialog 

 

The following table provides a summary of the changes and additions to the default 

model generation strategies. Any strategy not listed below remain s unchanged from 

previous versions. 

Model generation strategies updates 

Model  Description  

Machine Learning (Classical) Models Renamed, but still includes the two random forest models available in the original 

ôSparse Training Dataõ strategy. 

Pre-Trained U-Net Depth = 5  The models in this new strategy provide both  good and fast results with the 2D U-

Net pre-trained model, as well as better but slower results with the 2.5D U-Net pre-

trained model . You should note that starting with a pre -trained model often 

provides better and faster results with smaller training sets than using an untrained 

model.  

The models in this new strategy include: 

¶ Pre-trained 2D U-Net with  depth level 5 and initial filters count of 64. 

¶ Pre-trained 2.5D (3 slices) U-Net with depth level 5 and initial filters count of 64.  
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Support for Multiple Dataset s 

This software release includes support for working with multiple datasets in the 

Segmentation Wizard. For example, in cases in which you are working with 2D datasets it 

may not be possible to label an adequate number of pixels for training  and validation on 

a single image. Imported d atasets will appear in the Data sets box, as shown below. 

Segmentation Wizard panel 

 

Do the following to load multiple datasets in the Segmentation Wizard:  

1. Choose Artificial Intelligence > Segmentation Wizard  on the menu bar. 

The Data Selection dialog appears. 

2. Click the Add Dataset  button to add the required dataset (s), as shown below. 

 

3. Choose an image or images for each input dataset.  
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Deep Learning Tool 

This software release includes new features and innovations for Dragonflyõs Deep 

Learning Tool  that are sure to boost your productivity. These include support for 

sparsely labeled ground truths, a dedicated remote library of ready-to-use deep models 

for image enhancement and segmentation, accelerated inference, advanced tools for 

inspecting patches and generating augmented training sets, new architectures for 

training regression and semantic segmentation models, as well as other enhancements. 

In addition to updating to TensorFlow 2.11, you should note th e changes for the options 

on the Model panel. These changes as described below. 

Model panel options 

 

Import/Export Zipê Lets you export and import deep models for sharing with 

colleagues and the Dragonfly community (see Easy Sharing of Deep Models on page 32). 

Import Remoteê Lets you browse our library of ready-to-use models and download 

selected models to your local library (see Ready-To-Use Deep Model Library on page 17). 

Resetê This button, which previously appeared at the bottom of the Deep Learning Tool 

dialog, lets you return models to their untrained state by randomizing their weights. If 

you do this, your model architecture  will be preserved, but you will lose the 'learnt 

knowledge' of th e model. 

Load/Unloadê These options were deprecated in this version of Dragonfly. In this 

release, deep models are automatically loaded and unloaded. Refer to Automatic 

Loading/Unloading of Models  on page 29 for additional information about this change.  
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Ready-To-Use Deep Model  Library 

Ready-to-use deep models can greatly accelerate workflows for image enhancement and 

segmentation tasks. This software release includes a new utility that lets you easily 

browse our library of ready-to-use deep models and download selected models to your 

local library. Downloaded models can be used immediately or fine-tuned by performing 

additional training with your own datasets. 

In the example below, a ready-to-use deep model for segmenting jawbone, dentin, and 

enamel was quickly fine-tuned with a small dataset of five slices and then applied to a 

dataset of a Lutra lutra mandible. 

Result of applying the ready-to-use ôUniversalJawSegõ model with classes for enamel, dentin, and bone. Original microCT dataset 

acquired by Dr. Kornelius Kupczik (Universidad de Chile). 

 

Click the Import Remote  button in the Deep Learning Tool dialog, as shown below, to 

open the Remote Library of Ready-to-Use Regression and Segmentation Models dialog. 

Deep Learning Tool dialog 
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Models are listed as  (available to download) and  (already installed in local library). 

In addition, the general documentation provides information about each modelõs 

architecture, parameters, input dimensions, the number of classes for semantic 

segmentation models, as well as usage notes such as calibration requirements. 

The Remote Library of Ready-to-Use Regression and Segmentation Models dialog is 

shown below. 

 

NOTE Ready-to-use models are filtered by version, that is, only models that can be used by the currently 

installed version of Dragonfly will appear in the list . 

 

NOTE You need to be connected to the Internet to access the remote library of ready-to-use deep models. 

 

NOTE Contact us if you are interested in sharing any of your own ready-to-use deep models. You can also 

upload trained models to the online platform Dragonfly Social  (see Dragonfly Social on page 9). 
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Ready-To-Use Models 

The ready-to-use models listed below are now available for download from the Remote 

Library of Ready-to-Use Regression and Segmentation Models dialog. 

Ready-to-use models 

Model  Description  

AMDefectModelv-1.0 Trained for segmenting pores, material, and background on calibrated datasets of AM metal cubes. 

Architecture:  U-Net 

Parameters: 

 - Depth level:  5 

 - Initial filter count:  64 

Input dimension:  2.5D, input slice count: 3 

Classes: 3 (pores, material, background) 

Input data must be calibrated such that the background = 0 and material = 100.  

REFERENCE 

Taute, C., Möller, H., Du Plessis, A., Tshibalanganda, M. and Leary, M., 2021. Characterization of 

additively manufactured AlSilOMg cubes with different porosities. Journal of the Southern African 

Institute of Mining and Metallurgy, 121(4), pp.143 -150. 

Generic-denoising_v-1.0 This model was trained for general denoising with the following settings:  

Architecture:  U-Net 

Parameters: 

 - Depth level:  5 

 - Initial filter count:  64  

Input dimension:  2D 

UniversalBoneSeg This model can be used for segmenting bone and was pre-trained on Bones500Kv01 and then fine-

tuned on 15 calibrated datasets consisting of human, chimpanzee, mouse, rabbit, sheep, and squirrel 

specimens. Spacing values ranged from 5 to 50 µm. The settings of the model are as follows: 

Architecture:  U-Net 

Parameters: 

 - Depth level:  5 

 - Initial filter count:  64 

Input dimension:  2D 

Classes: 2 (background, bone) 

Input data must be calibrated such that background = 0 and bone = 100. 

UniversalJawSeg This model can be used for segmenting jawbone, dentin, and enamel and was pre-trained on 

ORS500Kv01 and then fine-tuned on four calibrated datasets from the repository "LeRepo". Spacing 

values ranged from 15 to 50 µm. The settings of the model are as follows: 

Architecture:  U-Net 

Parameters: 

 - Depth level:  5 

 - Initial filter count:  64 

Input dimension:  2D 

Classes: 4 (background, bone, dentin, enamel) 

Input data must be calibrated such that background = 0 and enamel = 100. 
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Updates for Segment with AI and Filter with AI  

The option to download ready-to-use deep models for semantic segmentation or 

regression tasks is also available in the Segment with AI and Filter with AI dialogs. Click 

the Import Remote   button , as shown below, to open the Remote Library of Ready-

to-Use Regression and Segmentation Models dialog. 

Segment with AI and Filter with AI dialogs 

 

Additional changes to the dialogs include the addition of the description for the selected 

model. 

NOTE Refer to the topic Ready-To-Use Deep Model Library on page 17 for additional information about 

ready-to-use deep models. 

 

NOTE The ôSegment on Multiple Axesõ feature, which lets you apply a semantic segmentation model on 

multiple axes and predict class labels based on a selected type of type of vote, is not available in this 

software release. This feature will be reinstated as soon as possible. 
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Additional Pre-Trained Models  

You can now download additional pre -trained deep models to help you get started 

quickly with implementing Dragonflyõs deep learning solutions. You should note that 

starting with a pre -trained model often provides better and faster results with smaller 

training sets than using an untrained model. 

The following additional pre-trained models are now available for download from the 

Deep Learning Tool and from the Segmentation Wizard. 

New pre-trained models 

Model  Description  

Generic Trans U-Net dl -5 ifc-32 Architecture:  Trans U-Net 

Parameters: 

 - Patch size: 224 

 - Depth level:  5 

 - Initial filter count:  32 

 - Use batch normalization:  True 

Input dimension:  2D 

Generic Trans U-Net dl -5 ifc-32 slice-3 Architecture: Trans U-Net 

Parameters: 

 - Patch size: 224 

 - Depth level:  5 

 - Initial filter count:  32 

 - Use batch normalization: True 

Input dimension:  2,5D, input slices count: 3 

Generic Attention U-Net dl-5 ifc-64 Architecture:  Attention U -Net 

Parameters: 

 - Depth level:  5 

 - Initial filter count:  64 

Input dimension:  2D 

Generic INet fc-64 Architecture: INet 

Parameters: 

 - Filter count:  64 

Input dimension:  2D 

Generic Attention U-Net dl-5 ifc-64 slice-3 Architecture:  Attention U -Net 

Parameters: 

 - Depth level:  5 

 - Initial filter count:  64 

Input dimension:  2,5D, input slices count: 3 

Generic INet fc-64 slice-3 Architecture:  INet 

Parameters: 

 - Filter count:  64 

Input dimension:  2.5D, input slices count: 3 
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Pre-trained models are available in the Model Generator dialogs as shown below. Refer 

to the Dragonfly 3D World Help topic ôPre-Trained Modelsõ for additional information 

about working with pre -trained models. 

Deep Learning Tool Model Generator dialog 

 

Segmentation Wizard Model Generator dialog 
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Sparse Labeling 

As an option for accelerating workflows for training semantic segmentation models , this 

software release includes support for sparse labeling. With sparse labeling, you should 

be able to achieve comparable results to those obtained with densely labeled ground 

truths, which can be much more laborious to obtain.  

New Architectures  

Several new deep model architectures are available in this software release for training 

regression and semantic segmentation models. These newly added architectures are 

listed below. 

FreqNetê A frequency-domain image super-resolution model that can explicitly learn 

the reconstruction of high -frequency details from low resolution images. Refer to R. Cai 

et al., FreqNet: A Frequency-domain Image Super-Resolution Network with Discrete Cosine 

Transform, rXiv:2111.10800v1, 2012 (https://arxiv.org/pdf/2111.10800.pdf ) to learn more 

about this model.  

Multi -Level Wavelet U-Netê A U-Net style encoder/decoder network with discrete 

wavelet transform (DWT) encoding and inverse wavelet transform (IWT) decoding for 

image denoising and single image super-resolution. Haar wavelets are used to perform 

the transformations. Refer to P. Liu et al., Multi -level Wavelet Convolutional Neural 

Networks, arXiv:1907.03128v1, 2019 (https://arxiv.org/pdf/1907.03128.pdf ) for additional 

information about this model.  

Multi -Stage Wavelet Denoiseê A multi -stage image denoising model based on a 

dynamic convolutional block, two cascaded wavelet transform and enhancement blocks, 

and a residual block. Refer to C. Tian et al., Multi -stage image denoising with the wavelet 

transform, arXiv:2209.12394v3, 2022 (https://arxiv.org/pdf/2209.12394.pdf ) for additional 

information about this model.  

Non-local Fourier U-Netê A U-Net style encoder/decoder network using non-local fast 

Fourier convolution (NL-FCC) layers that has shown promising results in image super-

resolution. The NL-FFC layer combines local and global features in spectral domain and 

spatial domain. Refer to A. K. Sinha et al., NL-FFC: Non-Local Fast Fourier Convolution for 

Image Super Resolution, 2022 IEEE/CVF Conference on Computer Vision and Pattern 

Recognition Workshops (DOI: 10.1109/CVPRW56347.2022.00062). 

Swin UNETRê A U-Net architecture combining a pure Swin transformer encoder and a 

deconvolutional decoder . Refer to A. Hatamizadeh et al., Swin UNETR: Swin Transformers 

https://arxiv.org/pdf/2111.10800.pdf
https://arxiv.org/pdf/1907.03128.pdf
https://arxiv.org/pdf/2209.12394.pdf
https://openaccess.thecvf.com/content/CVPR2022W/NTIRE/papers/Sinha_NL-FFC_Non-Local_Fast_Fourier_Convolution_for_Image_Super_Resolution_CVPRW_2022_paper.pdf
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for Semantic Segmentation of Brain Tumors in MRI Images, arXiv:2201.01266v1, 2022 

(https://arxiv.org/pdf/2201.01266.pdf ) for additional information about this model.  

TransUNetê A U-Net architecture using transformer layers as a bottleneck. The 

architecture has been optimized with TransBTS hyperparameters and registers. Refer to J. 

Chen et al., TransUNet: Transformers Make Strong Encoders for Medical Image 

Segmentation, arXiv:2102.04306v1, 2021 (https://arxiv.org/pdf/2102.04306.pdf ) for 

additional information about this model, as well as W. Wang et al., TransBTS: Multimodal 

Brain Tumor Segmentation Using Transformer, arXiv:2103.04430v2, 2021 

(https://arxiv.org/pdf/2103.04430.pdf ) and T. Darcet et al., Vision Transformers Need 

Registers, arXiv:2309.16588v1, 2023 (https://arxiv.org/pdf/2309.16588.pdf ). 

More Efficient Patch Blending  for Accelerated Inference  

This software release includes more efficient patch blending for accelerated inference. 

The following changes were implemented to increase inference speeds: 

¶ Removal of the maximum patch size constraint and optimization of  patch size 

computation to reduce patch blending . 

¶ Model predictions and patch blending are now done in parallel. 

Refer to the following graphs for a comparison of inference speeds recorded for versions 

2022.2 and 2024.1 for a semantic segmentation task on high-performance and typical 

GPUs. Test datasets varied in slice sizes from 500×500 pixels to 2500×2500 pixels with a 

constant depth of 782 pixels. 

Inference times for high-memory and low-memory GPUs for Dragonfly versions 2022.2 and 2024.1 

 

https://arxiv.org/pdf/2201.01266.pdf
https://arxiv.org/pdf/2102.04306.pdf
https://arxiv.org/pdf/2103.04430.pdf
https://arxiv.org/pdf/2309.16588.pdf
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Compile for Faster Inference  

This software release includes the opportunity to increase inference efficiency for lower 

end GPUs with TensorFlow-TensorRT (TF-TRT), a deep-learning compiler for TensorFlow 

that optimizes models for inference. This process includes five types of optimizations ñ 

precision calibration, layers and tensor fusion, kernel auto-tuning, dynamic tensor 

memory, and multiple stream execution. Inference efficiency can be a concern when 

deploying deep models on systems with limited GPUs because of latency, memory 

utilization, and power consumption.  

The option to compile deep models for faster inference is available in the Deep Learning 

preferences, as shown below. 

Deep Learning preferences 

 

NOTE TensorFlow-TensorRT (TF-TRT) is a deep-learning compiler for TensorFlow that optimizes TF models 

for inference on NVIDIA devices. TF-TRT is the TensorFlow integration for NVIDIAõs TensorRT (TRT) 

High-Performance Deep-Learning Inference SDK. It focuses specifically on running an already-trained 

network quickly and efficiently on NVIDIA hardware. 

Refer to https://docs.nvidia.com/deeplearning/frameworks/tf -trt -user-guide/index.html  for more 

information about TF-TRT. 

The following options are available for deep model compilation:  

Compile deep models for  faster inference (beta)ê If selected, deep models will be 

compiled for faster inference. If not selected, deep models will be compiled with the 

default settings as in previous versions of Dragonfly. 

https://docs.nvidia.com/deeplearning/frameworks/tf-trt-user-guide/index.html
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Precision modeê You can select from two precision modes to compile a deep model for 

inference ñ ôPrioritize inference speed over model accuracy' or ôPrioritize model 

accuracy over inference speedõ. 

As shown in the Segmentation Comparator dialog, prioritizing  inference speed over 

model accuracy may adversely affect accuracy. 

Comparison of Precision modes with a ground truth 

 

NOTE Optimized inference usually works best for simple models, such as U-Net. It might not work well or it 

may not be used to compile more complex models, such as Sensor3D. There are also only limited 

benefits for optimizing inference for high -end GPUs. 

New Advanced Tools 

Two new advanced tools ñ Inspect Patches and Generate Augmented Trainset  ñ are 

available on the Advanced Tools tab on the Model Training panel in this release. 

Advanced Tools tab 
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Patch Inspection  

Patch size can be a critical factor when training deep model s for semantic segmentation 

and must be selected in consideration of the specific characteristics of the input data and 

the selected model architecture. Generally, patch sizes should strike a balance between 

computational efficiency, contextual information, and performance for the specific 

semantic segmentation task at hand. 

To review patches, click the Advanced Tools tab on the Model Training panel and then 

click the Inspect Patches button. Patches will be extracted based on the current patch 

size, data augmentation settings, and the selected input count and dimension . In the 

Patches Review dialog, you can review training and validation patches, visually inspect 

each patch, and extract additional information about all patches. 

Patches Review dialog 

 

  


























































































































