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Dragonfly 3D World

Learn all about the new features, product enhancements, and other improvements
implemented in the Dragonfly 3D World and Dragonfly Pro 2024.1 software release.
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New Branding

This software release features our new branding for the Dragonfly product line. It
introduces the new name fi Dragonfly 3D World A for this version of Dragonfly and
includes updated logos and icons, as seen on the front cover of this publication and on
the title bar of the application.

New Dragonfly 3D World icon

‘ @ Dragonfly Workstation (Version 2024.1)
——

File Waorkflows Artificial Intelligence LHilities Developer Help
Main Segment

Manipulate

TETTET

These changes are part of an extensive rebranding initiative to align Dragonfly asa

brand of Comet. Comet is a globally leading, innovative technology company based in
Switzerland with a focus on plasma control and X-ray technology. C o m e innative
solutions are in demand in the semiconductor and electronics market, the aerospace and
automobile industry , and in security inspection. Headquartered in Flamatt, Switzerland,
Comet has a presence in all world marketsand employs more than 1,700 people
worldwide, including about 600 in Switzerland. Besides production facilities in China,
Denmark, Germany, Malaysia, Switzerland, and the USAZomet maintains various other
subsidiaries in Canada, China, Japan, Koredaiwan,and the USA. Comet (COTN) is listed
on the SIX Swiss Exchangelo learn more about Comet, go to https://comet.tech/ .

You can expect to hear more from us soon about additions to the Dragonfly product
line, such asDragonfly 2D World and Dragonfly View , as well as targeted applications
that meet the needs of industrial users, such asVoid Inspect and Battery Insights .

Release Notes  Dragonfly 3D World, Version 2024.1 Page7 of 88
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New Features and Product Enhancements

Release Notes

The software release forthe newly branded Dragonfly 3D World 2024.1and Dragonfly
Pro 2024.lincludes new features and performance enhancements that are sure to boost
your productivity . Just some of the highlights of this new release include:

il

The introduction of Dragonfly Social, an online community platform that lets Dragonfly users
start discussions, chat, access material, post announcements, as well ashare extensions and
deep models (see Dragonfly Social on page 9).

Support for sparsely-labeled ground truths , which means that you can prepare training data
for deep model training quicker (see Sparse Labeling for Deep Model Trainingon page 12).

Access to an expanded remote library of ready-to-use deep models for image enhancement
and segmentation (see Ready-To-Use Deep Model Libraryon page 17).

Accelerated inference (seeMore Efficient Patch Blending for Accelerated Inferenceon page

24) and advanced tools for inspecting patches and generating augmented training sets for
deep learning (seeNew Advanced Toolson page 26).

Integration of NGSolve for quantifying fluid flow and heat dissipation in engineering and
research applications (see NGSolve Integration on page 33).

Automated segmentation routine s, including extraction of individual fibers from datasets of
reinforced composites (see Open Fiber Segmentation on page 35) and automated methods

to reliably segment porosity in single -material samples, such as castinggsee Automated
Porosity Segmentation on page 37).

Advanced image analytics to answer nuanced research questionsand radiomics texture

extraction to identify and analyzeimage features (see Compute Measurements on page 39

and Radiomics Featureson page 40).

The production versi on Addlyzelbnd&Zlgssify Méagure@edts Momule, d 6 s
which lets you import scalar data from multi -ROls, meshes, graphs, and vector fields for the

cross-table analysis of feature vectors (see Analyze and Classify Measurementon page 47).

Mul t i pl e atérial@dfinitons, abdimproved tone mapping to make your 3D
rendering s even more sensational (see 3D Rendering on page 58).

Extended accessibility, with the option to install the application on a system/laptop without a
dedicated GPU (seeSystem Requirementson page 83).

Dragonfly 3D World, Version 2024.1 Page8 of 88
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Dragonfly Socialis a new online community platform that lets Dragonfly users start
discussions, access material, post announcements, as well as upload andownload
extensions and deep models for the application. In addition, an integrated chatbot that
lets users can ask basic questionsabout working with Dragonfly and learn more about

best practiceswill soon be added to the platform .

DragonflySocial

ED Publication Spotlights | Dragonfly Social

@) Q_ Search

v dragonfly

Publication Spotlights

Publication Spotlights
Sample Datasets
Rendering Showcase
Voices About Dragonfly

Application Notes

User community

BB Americas

B Asia + Australia

B Europe, Middle East, Africa

B8 Programming extensions

Getting help with Dragonfly
General Q&A
Artificial Inelligence Q&A
3D Rendering Q&A
Quantitative Analysis Q&A

Real-time chat 3D imaging of shark egg cases from Sweden

Mike posted 3 months ago

0
Extending Dragonfly L&)
Al models

Powered by

Registering an Account

Non-destructive multi-scale imaging of batteries
Mike posted 3 months ago

o

You can register a new Dragonfly Social account as followss:

1. Do one of the following:

o Enter your information in the Introducing Dragonfly Social dialog , as shownin
the following screenshot, and then continue to Step 3.

Release Notes  Dragonfly 3D World, Version 2024.1
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a0} Intreducing Dragonfly Social X

uct team. Get prime
for help. Gi

help. Become a part of the Dragonfly community.

Start by filling out this form to register your personal
Dragonfly Social account.

Email: Jjohn.smith@mycompany.com
First name: John

Last name: Smith

Password: CLLYTTTT T YT L)

Confirm password: sssss

[ Do not show this again

0 ChooseHelp > Manage Dragonfly Social Accounts on the menu bar.
The Manage Dragonfly Social Accounts dialog appears.
2. Do the following in the Manage Dragonfly Social Accounts dialog:

0 Click the Register New Account button, as shown below.

= Link existing account

= Register new account

o Enter your information in the Register New Account dialog.

Linked accounts

ja0)] Register New Account

Email: Jjohn.smith@mycompany.com
First name: John

Last name:

Confirm password: seesenRE

=~ Register new account

3. Click the Register button.

The End User Licence Agreementialog appears.

4. Review the terms and conditions and click Agree if you accept the terms and
conditions.

The Dragonfly Social Account Created Successfully dialog appears.

Release Notes  Dragonfly 3D World, Version 2024.1 Page10of 88
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Linked accounts

ED Dragonfly Social account creation successful

Your Dragonfly rwas created sucessfully! Please access your email to
I confirm: john.smitl ompany.com.

oK

= Register new account

5. Click OKin the dialog.

6. Verify your email.

If verification is successful, youwill be able to login with the registered account.

Connecting to Dragonfly Social

After you have registered for an account, you can connect to Dragonfly Social by doing
the following . You should note that you need to be connected to the Internet to access
Dragonfly Social.

1. Do one of the following:

0 Click Connect in the Connect Now dialog, as shown below.

D Connect now X
Login as...

peter.bach@comet.tech
pbach@ gmail.com

Connect

X

0 ChooseHelp > Connect to Dragonfly Social As > Login As on the Dragonfly
menu bar to connect to the platform.

o0 Go to https://dragonflysocial.comet.tech/ from any browser on a system
connected to the Internet.

2. Signinto your account.

Release Notes  Dragonfly 3D World, Version 2024.1 Pagellof 88
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Segmentation Wizard

Release Notes

Sparse labeling for deep model training, starting sessions with atrained deep model,
easy access to our remote library of readyto-use segmentation models, and support for
working with multiple datasets are all available for the Segmentation Wizard in this
software release.Other deep learning workflow enhancements also included in the
Segmentation Wizard are described in the topic Deep Learning Toolon page 16.

Sparse Labeling for Deep Model Training

One of the significant challenges of training models for semantic segmentation can be
the need to densely label ground truth multi-ROIs. To address this issue and improve
workflow efficiency, this software release reduces labeling requirements for deep model
training by providing support for sparse labeling . In many cases, you should be able to
achieve comparable results to those obtained by training with dense ly labeled ground
truths, which can be much more laborious to obtain.

Starting Sessiors with a Trained Model

In some cases, you may want to start a Segmentation Wizard session with a deep model
that was already trained either by yourself or by the Dragonfly team. T his option is now
available in the Model Selection dialog, shown below, which appearswhenever you
launch the Segmentation Wizard.

Model Selection dialog

ED Model Selection >

This step is optional.

You can select a trained model to start your session with or you can start your
session without a model. In either case, you can import or add models to your
session at any time,

Model: Select

Start with Model  Start without Model

You caneither select a trained model in the Model drop -down menu or click the Remote
Library &4 button to open the Remote Library of Ready-to-Use Segmentation Models
dialog, which is shown on the following page .

Dragonfly 3D World, Version 2024.1 Pagel2of 88
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Remote Library of Ready-to-Use Segmentation Models dialog

Remote Library of Ready-to-Use Segmentation Models X

Model Name Model Type

] Ii. AMDefectModelv-1.0 Semantic Segmentation, n=3

| UniversalBoneSe o Semantic Segmentation, n=2
O | Universallaw’ 0 Semantic Segmentation, n=4

ration with the “Bone (HT}" unit that wil ap

Daniel Buss, Tuguidur

Hubert Taieb

Canada, Inc.

Background

Bone

o your local library. Install

Downloaded ready-to-use models will appear in the Model drop -down menu the next
time that you launch Dragonfly 3D World. Refer to the topic ReadyTo-Use Deep Model
Library on page 17 for additional information about ready -to-use-models.

NoTE You can also open the Remote Library of Readyto-Use Segmentation Models dialog from the
Remote Library button on the Models tab after you launch the Segmentation Wizard, as shown
below.

nput Models Settings

Model

Release Notes  Dragonfly 3D World, Version 2024.1 Page13of 88
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Revised Model Generation Strategies

This software releaseprovides revised model generation strategies based on the
availability of pre-trained models and sparse labeling for deep model training. You
should note that t he Model Generation Strategy dialog, which includes all default and
user-defined strategies, appears whenrever you click Train and the models list is empty.
You can also click theOpen button the Models tab to open the dialog, shown below.

Model Generation Strategy dialog

E® Model Generation Strategy x

High Accuracy : New
Machine Learning (Classical) Models
PreTrained LI-Met Depth=5

Quick Start Bxport
Single Model 1 (Good and Fast) - Duplicate

Import

W

= Pre-trained [by the Diragonfly Team)
Name: Pre-trained 2D U-Met Depth 5
Pre-trained model: Generic U-Net dI-5 ifc-64 v-1.0

= Pre-trained [by the Dragonfly Team)
Name: Pre-trained 2,50 (3 slices) U-Met Depth 5
Pre-trained model: Generic U-MNet dI-5 ifc-64 slice-3 v-1.0

0 5 5 W= 4E

Save Reload Continue Close

The following table provides a summary of the changes and additions to the default
model generation strategies. Any strategy not listed below remain s unchanged from
previous versions.

Model generation strategiesipdates

Model Description

Machine Learning (Classical) Models | Renamed, but still includes the two random forest models available in the original
&@parseTraining Datadstrategy.

Pre-Trained U-Net Depth =5 The models in this new strategy provide both good and fast results with the 2D U-
Net pre-trained model, as well as better but slower results with the 2.5D U-Net pre-
trained model. You should note that starting with a pre -trained model often
provides better and faster results with smaller training sets than using an untrained
model.

The models in this new strategy include:

1 Pretrained 2D U-Net with depth level 5 and initial filters count of 64.

1 Pretrained 2.5D (3 slices) UNet with depth level 5 and initial filters count of 64.

Release Notes  Dragonfly 3D World, Version 2024.1 Pagel4of 88
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Support for Multiple Dataset s

This software release includes spport for working with multiple datasets in the
Segmentation Wizard. For example, incases in which you are working with 2D datasets it
may not be possible to label an adequate number of pixels for training and validation on
a single image. Imported d atasets will appearin the Data sets box, as shown below.

Segmentation Wizard panel

Segmentation Wizard

Segmentation Wizard
Input Models Settinas

Data sets
Data set 1

Data se

Name Used for

: Frame & Mixed

} Frame 7 Monitoring

Do the following to load multiple datasets in the Segmentation Wizard:

1. Choose Atrtificial Intelligence > Segmentation Wizard on the menu bar.

The Data Selection dialog appears.

2. Click the Add Dataset button to add the required dataset (s), as shown below.

ED) Data Selection *

Please select in or multi-modality training, all input images must be registered and have
the same geomet spacing.
Inputs
Data set 1 Image 1: input-03
Data set 2
Data set 3

Continue

3. Choose an image or images for eachinput dataset.
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Deep Learning Tool

This software release includes new features and innovationsf or Dr alDeepnf | y 6 s
Learning Tool that are sure to boost your productivity. These includesupport for

sparsely labeledground truths, a dedicated remote library of ready-to-use deep models

for image enhancement and segmentation, accelerated inference,advanced tools for
inspecting patches and generating augmented training sets, new architectures for

training regression and semantic segmentation models, as well asother enhancements.

In addition to updating to TensorFlow 2.11 you should note th e changes for the options
on the Model panel. These changesas described below.

Model paneloptions

Checkpoint Cache Size

2,05 GEB

2,05 GB

2,05 GB

2.05 GB

2,05 GB

2,05 GB

2,02 GB

2,01 GB

| mpor t / EXx petgybu exdporipadd import deep models for sharing with
colleagues and the Dragonfly community (see Easy Sharing of Deep Modelson page 32).

| mport ReEketsgdubréwse our library of ready-to-use models and download
selected models to your local library (see ReadyTo-Use Deep Model Library on page 17).

R e s eThig button, which previously appeared at the bottom of the Deep Learning Tool
dialog, lets you return models to their untrained state by randomizing their weights. If
you do this, your model architecture will be preserved, but you will lose the ‘learnt
knowledge' of th e model.

L oad/ Un These dpions were deprecated in this version of Dragonfly. In this
release,deep models are automatically loaded and unloaded. Refer to Automatic
Loading/Unloading of Models on page 29 for additional information about this change.
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Ready-To-Use Deep Model Library

Ready-to-use deep models can greatly accelerate workflows for image enhancement and
segmentation tasks. This software release includes a new utility that lets youeasily
browse our library of ready-to-use deep models and download selected models to your
local library. Downloaded models can be usedimmediately or fine-tuned by performing
additional training with your own datasets.

In the example below, a ready-to-use deep model for segmenting jawbone, dentin, and
enamel was quickly fine-tuned with a small dataset of five slices and then applied to a
dataset of a Lutra lutra mandible.

Result of applying the readyo-u s EnivérsalavSed m owitheclasses for enamel, dentin, and bon@riginal microCT dataset
acquired by Dr. Kornelius Kupcz{kniversidad de Chile

Click the Import Remote button in the Deep Learning Tool dialog, as shown below, to
open the Remote Library of Readyto-Use Regression and Segmentation Modelsdialog.

Deep Learning Tool dialog

New...
» o " Import Keras...
Parameters Count Checkpoint Cache Size
Import

2
2.05 GB

219 40 2.05 GB

Import into your library a pre-existing Ready-to-Use Dragonfly model. This will let you browse

the Remote Library of Ready-to-Use models, which you can download directly to your local library.

13902660 2021-10-12 15:53:09 2.02 GB

5440434 2021-10-04 19:03:13 2.01 GB

-18 11:35:48 672,19 MB

-18 11:35:16 672,19 MB

-01-16 15:27:20 336.10 MB
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Models are listed as (available to download) and (already installed in local library).

I n addition, the general documentation provi:
architecture, parameters, input dimensions, the number of classes for semantic

segmentation models, as well as usage notessuch as calibration requirements.

The Remote Library of Readyto-Use Regression and Segmentation Models dialogis
shown below.

ED Remote Library of Ready-te-Use Regression and Segmentation Models X
Filter General documentation:
Model Name Model Type
AMDefectModelv-1.0 Semantic Segmentation, n=3
Generic-denoising_v-1.0 Regression

UniversalBoneSeg_\ 0 Semantic Segmentation, n=2

[« [« [« [¢

UniversallawSeg Semantic Segmentation, n=4 B Y | alibration with the "Bone (HT)™ unit that will ap

hylar. Daniel Buss. Tuguldur

Contact:
Email: hubert.taieb @mail. mcgill.ca, htaieb@theobjects.com
Organization:  MeGill University | Reznikov Lab) & Comet Technologies Canada, Inc.
Address:

right:

Creation date: 2023-10-12 12:53 PM —~

Classes

[] Background

[ Bone

[J Do not show models already downloaded to your local library. Install

NoTe Readyto-use models are filtered by version, that is, only models that can be used by the currently
installed version of Dragonfly will appear in the list.

NOTE You need to be connected to the Internet to access the remote library of ready-to-use deep models.

NoTe Contact us if you are interested in sharing any of your own ready-to-use deep models. You can also
upload trained models to the online platform Dragonfly Social (see Dragonfly Social on page 9).
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Ready-To-Use Models

The ready-to-use models listed below are now available for download from the Remote
Library of Ready-to-Use Regression and Segmentation Modelsdialog.

Readyto-use models

Model Description

AMDefectModelv-1.0 Trained for segmenting pores, material, and background on calibrated datasets of AM metal cubes.

Architecture: U-Net

Parameters:

- Depth level: 5

- Initial filter count: 64

Input dimension: 2.5D, input slice count: 3
Classes:3 (pores, material, background)

Input data must be calibrated such that the background = 0 and material = 100.

REFERENCE

Taute, C., Méller, H., Du Plessis, A., Tshibalanganda, M. and Leary, M., 20€haracterization of
additively manufactured AISilOMg cubes with different porositiesJournal of the Southern African
Institute of Mining and Metallurgy, 121(4), pp.143-150.

Generic-denoising_w1.0 | This model was trained for general denoising with the following settings:

Architecture: U-Net
Parameters:

- Depth level: 5

- Initial filter count: 64
Input dimension: 2D

UniversalBoneSeg This model can be used for segmenting bone and was pre-trained on Bones500Kv01 and thenfine-
tuned on 15 calibrated datasets consisting of human, chimpanzee, mouse, rabbit, sheep, and squirrel
specimens. Spacing values ranged from 5 to 50 pm.The settings of the model are as follows:

Architecture: U-Net
Parameters:

- Depth level: 5

- Initial filter count: 64

Input dimension: 2D
Classes:2 (background, bone)

Input data must be calibrated such that background = 0 and bone = 100.

UniversallawSeg This model can be used for segmenting jawbone, dentin, and enamel and was pre-trained on
ORS500Kv0land then fine-tuned on four calibrated datasets from the repository "LeRepo". Spacing
values ranged from 15 to 50 um. The settings of the model are as follows:

Architecture: U-Net

Parameters:

- Depth level: 5

- Initial filter count: 64

Input dimension: 2D

Classes:4 (background, bone, dentin, enamel)

Input data must be calibrated such that background = 0 and enamel = 100.
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Updates for Segment with Al and Filter with Al

The option to download ready-to-use deep models for semantic segmentation or
regression tasks isalso available in the Segment with Al and Filter with Al dialogs. Click
the Import Remote button , as shown below,to open the Remote Library of Ready
to-Use Regression and Segmentation Modelsdialog.

Segment with Al and Filter with Al dialogs

Segment with Al * Filter with Al >

Segmentation model: ..rsalBoneSeg ¥V Deep Model: Generic-denoising_v-1.0

Description Description

Architecture: U-Net

U-Met pre-trained on ORS!

Inputs Inputs

femur-dataset femur-dataset

Classes

Lo [] Background

o [0 Bone

Preview opacity:

Segment

Preview opacity:

Additional changes to the dialogs include the addition of the description for the selected
model.

NoTe Refer to the topic Ready-To-Use Deep Model Libraryon page 17 for additional information about
ready-to-use deep models.

Notfe The 6Segment on Mul ti plyeuapplyasedhanticsemgmentation modehon ch | et s
multiple axes and predict class labels based on a selected type of type of vote, is not available in this
software release. This feature will be reinstated as soon as possible.

Release Notes  Dragonfly 3D World, Version 2024.1 Page20 of 88
08/122024



v dragonfly

Additional Pre-Trained Models

You can now download additional pre-trained deep models to help you get started
guickly with i mpl ement i nsglutidhs.#oy shouldingtedtlsat d e e p
starting with a pre -trained model often provides better and faster results with smaller

training sets than using an untrained model.

The following additional pre-trained models are now available for download from the
Deep Learning Tooland from the Segmentation Wizard.

New pre-trained models

Model Description

Generic Trans UNet dI-5 ifc-32 Architecture: Trans U-Net
Parameters:
- Patch size: 224
- Depth level: 5

- Initial filter count: 32
- Use batch normalization: True
Input dimension: 2D

Generic Trans UNet dI-5 ifc-32 slice-3 Architecture: Trans U-Net

Parameters:

- Patch size: 224

- Depth level: 5

- Initial filter count: 32

- Use batch normalization: True

Input dimension: 2,5D, input slices count: 3

Generic Attention U-Net dI-5 ifc-64 Architecture: Attention U-Net
Parameters:
- Depth level: 5

- Initial filter count: 64
Input dimension: 2D

Generic INet fc-64 Architecture: INet
Parameters:

- Filter count: 64
Input dimension: 2D

Generic Attention U-Net dl-5 ifc-64 slice-3 Architecture: Attention U-Net

Parameters:

- Depth level: 5

- Initial filter count: 64

Input dimension: 2,5D, input slices count: 3

Generic INet fc-64 slice-3 Architecture: INet

Parameters:

- Filter count: 64

Input dimension: 2.5D, input slices count: 3
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Pre-trained models are available in the Model Generator dialogs as shown below. Refer
to the Dragonfl y PBrBTravedModeldH e lopr taodpdiict i 6o n al
about working with pre -trained models.

Deep Learning Tool Model Generatatialog

Model Generator X

Sk architectures for: Semantic segmentation Super-resolution Drenoising

Architecture: Pre-trained (by the Dragonfly Team)

Architecture
description:

Model type: Semantic Segmentation
Cla unt: |5
Mame:

Drescription:

Generic U-Met dI-5 ifc-64 v-1.0

Generic Trans U-Net dI-5 ife-3
Generic Trans U-Net dI-5 if
Generic Attention U-Net dI-5 ifc-64 v-
Generic IMet fc-64 v-1.0
Generic U-Net dI-5 ifc-64 slic
eneric U-Net di-& ifc-64 sli
Generic U-Net dI-7 ifc-32 slic
Generic Attention U-Net dI-5 ifc-64 slice-3 v-1.0
Generic IMet fc-64 slice-3 v-1.0
Generic Sensor3D di-4 ifc-64 v-1.0

Segmentation Wizard Model Generatatialog

B8 Model Generator X

Model ® Deep Learning ) Machine Learning [C
Architecture: Pre-trained [by the Dragonfly Team)

hitecture

Value

Generic U-Met dI-5 ifc-64 v

Generic Trans U-MNet dI-5 ifc-

Generic Trans U-Met dI-5 ifc-32 s

Generic Attention U-MNet dI-5 ifc-64 v-1.0
Generic [Met fc-64 v-1.0

Generic U-Met dI-5 ifc-64 slice-3 v-1.0

Generic U-Met dI-6 ifc-64 slice-3 v-1.0

Generic U-Met dI-7 ifc-32 slice-

Generic Attention U-Met dI-5 ifc-64 slice-3 v-1.0
Generic IMet fc-64 slice-3 w-1.0

Generic Sensor3D di-4 ifc-64 v-1.0

Release Notes  Dragonfly 3D World, Version 2024.1 Page22 of 88
08/122024



Release Notes

v dragonfly

Sparse Labeling

As an option for accelerating workflows for training semantic segmentation models, this
software release includes supportfor sparse labeling. With sparse labeling, you should
be able to achieve comparable results to those obtained with densely labeled ground
truths, which can be much more laborious to obtain.

New Architectures

Severalnew deep model architectures are available in this software release for training
regression and semantic segmentation models. These newly added architectures are
listed below.

F r e g NAfteguency-domain image super-resolution model that can explicitly learn

the reconstruction of high -frequency details from low resolution images. Refer to R. Cai
et al., FregNet: A Frequencydomain Image SuperResolution Network with Discrete Cosine
Transform, rXiv:2111.10800v1 2012 (https://arxiv.org/pdf/2111.10800.pdf ) to learn more
about this model.

Multi -Level Wavelet U-N e t & U-Net style encoder/decoder network with discrete
wavelet transform (DWT) encoding and inverse wavelet transform (IWT) decodingfor
image denoising and single image super-resolution. Haar wavelets are used to perform
the transformations. Refer to P. Liu et al., Multi-level Wavelet Convolutional Neural
Networks, arXiv:1907.03128v] 2019 (https://arxiv.org/pdf/1907.03128.pdf ) for additional
information about this model.

Multi-St age Wav el eAmulb-stage image denoising model based on a
dynamic convolutional block, two cascaded wavelet transform and enhancement blocks,
and a residual block. Refer toC. Tian et al.,Multi-stage image denoising with the wavelet
transform, arXiv:2209.12394v32022 (https://arxiv.org/pdf/2209.12394.pdf ) for additional
information about this model.

Non-local Fourier U-N e t & U-Net style encoder/decoder network using non-local fast
Fourier convolution (NL-FCC) layerghat has shown promising results in image super-
resolution. The NL-FFC layer combines local and global features in spectral domain and
spatial domain. Refer to A. K. Sinha et al. NL-FFC: NonLocal Fast Fourier Convolution for
Image Super Resolution2022 IEEE/CVF Conference on Computer Vision and Pattern
Recognition Workshops (DOI:10.1109/CVPRW56347.2022.000§2

Swi n U NAUFNREarchitecture combining a pure Swin transformer encoder and a
deconvolutional decoder. Refer to A. Hatamizadeh et al. Swin UNETR: Swin Transformers
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for Semantic Segmentation of Brain Tumors in MRI ImagearXiv:2201.01266v] 2022
(https://arxiv.org/pdf/2201.01266.pdf ) for additional information about this model.

TransUNeté A U-Net architecture using transformer layers as a bottleneck. The
architecture has been optimized with TransBTS hyperparameters and registersRefer to J.
Chenet al., TransUNet: Transformers Make Strong Encoders for Medical Image
Segmentation arXiv:2102.04306v1 2021 (https://arxiv.org/pdf/2102.04306.pdf ) for
additional information about this model, as well as W. Wang et al., TransBTS: Multimodal
Brain Tumor Segmentation Using Transformer,arXiv:2103.04430v2 2021
(https://arxiv.org/pdf/2103.04430.pdf ) and T. Darcet et al., Vision Transformers Need
RegistersarXiv:2309.16588v] 2023 (ttps://arxiv.org/pdf/2309.16588.pdf ).

More Efficient Patch Blending for Accelerated Inference

This software release includes more efficient patch blending for accelerated inference.
The following changes were implemented to increase inference speeds:

1 Removal of the maximum patch size constraint and optimization of patch size
computation to reduce patch blending .

1 Model predictions and patch blending are now done in parallel.

Refer to the following graphs for a comparison of inference speeds recorded for versions
2022.2 and 2024.1 for a semantic segmentation task on high-performance and typical
GPUs Test datasets varied in slice sizes from 500x500 pixels to 2500x2500 pixels with a
constant depth of 782 pixels.

Inference times for highmemory and lowmemory GPUs for Dragonflyersions 2022.2 and 2021

High memory GPU (24GB A5000) Typical memory GPU (8GB Geforce RTX3060 Ti)
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Compile for Faster Inference

This software release includes the opportunity to increase inference efficiencyfor lower
end GPUs with TensorFlowTensorRT (TFTRT), a deeplearning compiler for TensorFlow
that optimizes models for inference. This process includes five types of optimizations i
precision calibration, layers and tensor fusion, kernel auto-tuning, dynamic tensor
memory, and multiple stream execution. Inference efficiency can be a concern when
deploying deep models on systems with limited GPUs because of latency, memory
utilization, and power consumption.

The option to compile deep models for faster inference is available in the Deep Learning
preferences, as shownbelow.

Deep Learning preferences

ED Preferences (C\Users\Windows T\AppDatatLocal\ORS\Dragonfly2023, 1\ preferences.xml) O *

- Views
Colars GPU card for Deep Learning
FImE GPU 0 - NVIDIA GeForce GTX 1070 Ti (6.44GE available)
20 Settings
3D Settings
Annotations
Configurable Actions Checkpoint cache
DICOM
Miscellaneous

Enable checkpoint cache

Maximum cache disk space per model 2

Autosave Total cache disk space usage: 14
Plugins Toolbar

Crganizer

Dragonfly Compute

Deep Learning Compile deep models for faster inference [beta)

Compiler options

Precision mode | Prioritize model accuracy over inference speed ™

)

Enable multiprof Prioritize inference speed over model accuragy

NoTe TensorFlowTensorRT (TFTRT) is a deeplearning compiler for TensorFlow that optimizes TF models
for inference on NVIDIA devices. TFTRT i s the Tensor Fl ow integration
High-Performance Deep-Learning Inference SDKIt focuses specifically on running an already-trained
network quickly and efficiently on NVIDIA hardware.
Refer to https://docs.nvidia.com/deeplearning/frameworks/tf -trt-user-guide/index.html for more
information about TF-TRT.

The following options are available for deep model compilation:

Compile deepmodels forf ast er i nf e if seleaed, ddef rmoteds widl be
compiled for faster inference. If not selected, deep models will be compiled with the
default settings as in previous versions of Dragonfly.
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Preci si o Noucean dee@& from two precision modes to compile a deep model for
inference i @rioritize inference speed over model accuracy'o rPridditize model
accuracy over inference speed .

As shown in the Segmentation Comparator dialog, prioritizing inference speed over
model accuracy may adversely affect accuracy.

Comparison of Precision modes withiground truth

ED Segmentation Comparator — O x

Ground truth: ground-truth
Object to compare: segmentation-speed-prioritized, segmentation-accuracy-prioritized
Mask: Hone

Metrics: ACt f, DICE, FN, FP, TN, TP, TNR, TPR

Title ACCURACY

segmentation-accuracy-prioritized

segmentation-a

segmentation-speed-prioritized

segmentation-speed-prioritized - Class 1 X 0.976011

segmentation-speed-prioritizec 52 0.951495 0944342

segmentation-speed-prioritized - Class 3 0.915247 3 0.987521 0.893209

segmentation-speed-prioritized - Class 4

NoTe Optimized inference usually works best for simple models, such a U-Net. It might not work well or it
may not be used to compile more complex models, such as Sensor3D. Thereare also only limited
benefits for optimizing inference for high -end GPUs.

New Advanced Tools

Two new advanced toolsfi Inspect Patches and Generate Augmented Trainset fi are
available on the Advanced Tools tab on the Model Training panel in this release.

Advanced Toos tab

ED Deep Learning Toal - O X
Model:
Inputs Training Parz

Inspect Patches...

Generate Augmented Trainset

Generate Train and Validation Masks [ Also generate test mask
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Patch Inspection

Patch size can be a critical factor when training deep model s for semantic segmentation
and must be selected in consideration of the specific characteristics of the input data and
the selected model architecture. Generally, patch sizesshould strike a balance between
computational efficiency, contextual information, and performance for the specific
semantic segmentation task at hand.

To review patches, click theAdvanced Tools tab on the Model Training panel and then
click the Inspect Patches button. Patches will be extracted based on the current patch
size, data augmentation settings, and the selected input count and dimension. In the
Patches Review dialog, you can review training and validation patches, visually inspect
each patch, and extract additional information about all patches.

Patches Review dialog
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